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Q. Introduction,to ITU-T Y.Sup72 - Artificialintelligence Q
\s'?c'é'h’dardlzatlon roadmapi(2022) e

ITUPublications International Telecommunication Union

Recommendations Standardization Sector

Supplement
ITU-T Y Suppl. 72 (11/2022)

SERIES Y: Global information infrastructure, Internet

protocol aspects, next-generation networks, Internet of
Things and smart cities

Future Network, ITU-T Y.3000-series — Artificial intelligence
Cloud Computing & standardization roadmap
Data Handling
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Table 7-6 — ITU-T SG20 deliverables and work items Table 7-11 — JTC 1/SC 42 deliverables and work items
Study Reference Title Status WG Reference Name/Title Status
group
SG20 ITU-T Y.4470 Reference architecture of artificial intelligence service In force WGl ISO/IEC Artificial intelligence — Concepts and terminology FDIS
exposure for smart sustainable cities (Approved on 22989
2020-08-29) WGl ISO/IEC Framework for Artificial Intelligence (AI) Systems FDIS
SG20 ITU-T Y.Sup63 Unlocking Internet of things with artificial In force 23053 Using Machine Leamning (ML)
intelligence (Agreed on ISO/IEC
2020-07-16) WG1 42001 Artificial intelligence — Management System CD2
SG20 ITU-T Y.CDML-arc | Reference architecture of collaborative decentralized Under study - —— -
machine leaming for intelligent IoT services (Timing: WG ISO/IEC Information technology — Artificial intelligence —Process FDIS
2023-Q1) 24668 management framework for Big data analytics
SG20 ITU-T Y.RA-FML Requirements and reference architecture of IoT and Under study ISO/IEC Data quality for analytics and ML — Part 1: Overview,
smart city & community service based on federated (Timing: waG2 5259-1 terminology, and examples CD
machine leaming 2023-Q1) ISO/IEC D i ’f Vi IML _Part2: D ”
SG20 | ITU-T Y.AI-DECCS | Functional architecture of Al enabled device-edge- Under study WG2 $259.2 ata quality for analytics an — Fart 2: Data quality CD
cloud collaborative services for IoT and smart city (Timing: - measures
2023-Q3) ISO/IEC Data quality for analytics and ML — Part 3: Data Quality
WG2 . d Guideli CD
. ITU-T Y.4470: This Recommendation introduces the artificial intelligence service exposure 5259-3 Management Requirements and Guidelines
(AISE) for smart sustainable cities (SSC), analyses common characteristics and high-level W@ ISO/IEC Data quality for analytics and ML — Part 4: Data quality cD
requirements of AISE, brings a reference architecture of AISE and relevant common 5259-4 process framework
capabilities. The AISE is one of the bases, supporting functional entities for smart sustainable - ) _ - -
cities, with which the SSC services can use the uniform interfaces (exposed by the AISE) to WG2 ;SZ(S);H;'C Data quality for analytics and ML — Part 5: Data quality WD
integrate and access the Al capabilities (functionalities) of Al services (e.g., machine learning - governance
services for video/audio/picture recognition, natural language processing services, traffic WG2 ISO/IEC 8183 | Artificial intelligence — Data life cycle framework DIS
prediction gewices §tc.). The AISE can leverage the Al capabilities dcvelopcd and c?xposcd ISO/IEC Information Technology — Artificial Intelligence — Risk
by Al service providers for SSC services, and can support the SSC service providers to WG3 DIS
. o . . . 23894 Management
integrate and access the exposed Al capabilities. The AISE can provide security and privacy - — -
mechanism on the SSC data. The AISE can support the Al service providers to design and WG3 ISO/IEC TR In.for-mat]on technology — Al_’tlﬁClal I-nFelllgenc.e (AI) - Published
train Al capabilities with local SSC data on AISE in SSCs, and can support the SSC services 24027:2021 Bias in Al systems and Al aided decision making
to integrate and access Al capabilities. WG3 ISO/TIEC TR | Information technology — Artificial Intelligence (AI) — Published
URI: https://www.itu.int/itu-t/workprog/wp_item.aspx?isn=14503 24028:2020 Overview of trustworthiness in Artificial Intelligence
. ITU-T Y.Sup63: As the loT system seeks to spread within the urban realm in keeping with W ISO/IEC TR | Artificial Intelligence (AI) — Assessment of the Dol

ETRI

smart and sustainable city aspirations, the need to manage the burgeoning big data and
establishing a self-sustaining urban ecosystem is at the fore-front. Accordingly, this
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& LY
General/ Reqwrement/ API, Interface and its | Data model, Others
Architecture T
Definition Use case profile format, schema e.g., quideline
ISO/IEC 22989
Foundational 4 ISO/IEC 42001
ISO/IEC 23053 ISO/IEC TR 24030:2021 ISO/IEC 23053 W3C WebNN API NNEF 1.0.3
ISO/IEC 5339, IEEE P2841
ISO/IEC 5338
ISO/IEC 5259-2, L.1305, TR.sgfdm, X.gdsml, ISO/IEC 2
_ ROMEC ST ISO/IEC 5259-3 ISO/IEC 52594 4668, ISO/IEC 5259-5, ISO/IEC 8183

Trustworthiness ISO/IEC 23894, ISO/IEC TR 24027:2021, ISO/I
EC TR 24028:2020,

ISO/IEC TR 24029-1:2021, ISO/IEC TR 5469, |
SO/IEC TS 6254 ISO/IEC AWI 24029-2

ISO/IEC 5471, ISO/IEC TS 8200 ISO/IEC 25059
ISO/IEC TS 12791, ISO/IEC 12792
ISO/IEC TS 29119-11

: : X.Sup37, IEEE P7010,
Ethical/Societal Concerns ISO/IEC TR 24368 EAIQ IEEE P7006, IEEE P7012 IEEE P7013 IEEEFI)>7O14
computational characteristics |P52%/0|5C TR 24372:2022, ISO/IEC 17903, IEEE ISO/IEC 5392 ISO/IEC TS 4213

Governance ISO/IEC 38507:2022

Al Applica Y.3531, F.748.13, FAICP-GA, F.74
Computing F.748.13 8.21, FFML-TS-FR, Q.5001, M.rfm F.748.13, F.748.20 F.748.12 IEEE P2805.3

ISO/IEC AWI TR 5469 XSTR-SEC-AI, ISO/IEC 25059

F.748.11, F.748.17, F.AI-CPP, IEEE P36

tions e 52.1
Y.3180, Y.3654, ey
.
Network & Telecommunic Y.3174,Y.3176, ¥.3182, g Ve T NG e N iy Q3646, QIMT2020-SAO, M.l Y.Sup55, Y.Sup70, L.Sup43, P.1402, M
" 5G/6G VL3080 ¥.3181, QIMT2020-SAO, M3381, -IMT2020-VNS, F.CDN-AINW, * = o s e o T AT, e WL
ations (5G/6G) . M.3382, M.rla-Al, M.rmnoc-Al, M. J.1600, Q.3646, Q.IMT2020-SA 7 WELEL g U1 : 7 MEBSED Wi
-rest, M.la-Al-ia
rsca, M.rsmca, M.rODFos (0]
Y.4470, Y.CDML-arc, Y.RA-FM
Smart City & loT Y.RA-FML, J.1611 L, L.Sup41, Y.Sup63
Y.AI-DECCS
Healthcare F.Med-Data-QC, IEEE P2802 H.Al-SaMD-Req, IEEE P2801 HSTP.Med-AI-CCTA IEEE P2801, IEEE P2802
Aut ti e i IEEE P7009 IEEE P2755.2
utonomation IEEE P7008 F.749.4, F.AI-RPAS ’
F.742.1, F.AI-SCS, F.746.13, F.ADT F.746.11, H.862.5, , ISO/IEC 15
. . 4MM, F.AI-MKGDS, F.AI-RSRSreq e 938-13, ISO/IEC 15938-15, IS ) P.565, P.565.1, P.5up28, ITU-R Questi
Multimedia ISOHIIEE G-l s, FREAIOCR, P.SAMD, J.pcnp-ch =17 ACC-AL F748.19,01302 e "15938 17, IEEE P7013, 1 'SO/1EC 23090-8 on 144/6
ar, ITU-R BT.2447-2 EEE P3333.1.3
. L.Sup42, L.Sup53,
Others (e.g, blockchain, cu F.746.16, F.747.11, F.747.12, F.Al-
F.Sup4 SF L.Sup48,

mer servi
stomer service) 240
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Multimedia QoS & QoE

Cloud Computing
& Network

Focus Groups ()

FG-Al4A, FB-Al4AD, FG-AIAEE,
FG-Al4H

* ITU-T Recommendation : Purpose
of improving communication,
network, multimedia service, etc.
by using Al

» Application specific standardization
with / by / for using Al


https://www.itu.int/en/ITU-T/focusgroups/Pages/default.aspx

ITU-T SG13

. Reference I _Tte |  Status |
[ITU-T Y.3170] Requirements for machine learning-based quality of service assurance for the IMT-2020 network Published 2018
[ITU-T Y.3175 (ex. Y.qos-ml-arc)] Functional architecture of machine learning based quality of service assurance for the IMT-2020 network Approved on 2020-04-29

[ITU-T Y.MecTa-ML] Mechanism of traffic awareness for application-descriptor-agnostic traffic based on machine learning 4Q 2020
[ITU-T 3531 (ex.Y.MlaaS-reqts)] Cloud computing- functional requirements for machine learning as a service Approved in 2020-09-29

[ITU-T Y.3172] Architectural framework for machine learning in future networks including IMT-2020 Consented 2019-03
[ITU-T Y.obDDN-MLMec] Mechanisms of machine learning for big data driven networking 4Q 2021

[ITU-T Y.3174] Mechanism of traffic awareness for application-descriptor-agnostic traffic based on machine learning 4Q 2019
[ITU-T Y.3170 series Suppl 55] Machine learning in future networks including IMT-2020: use cases Agreed on 2019-10-25

[ITU-T Y.IMT2020-NSAA-reqts] Requirements for network slicing with Al-assisted analysis in IMT-2020 networks Approved on 2020-02-06

[ITU-T Y.3176] Machine learning marketplace integration in future networks including IMT-2020 Approved on 2020-09-29

[ITU-T Y.IMT2020-AlICDN-arch] Al integrated cross-domain network architecture for future networks including IMT-2020 2021-12

[ITU-T Y.3177] Architectural framework of artificial intelligence-based network automation for resource and fault managem  Approved on 2021-02-13
ent in future networks including IMT-2020

[ITU-T Y.3178] Functional framework of Al-based network service provisioning in future networks including IMT-2020 Approved 2021-07

[ITU-T Y.3173] Framework for evaluating intelligence levels of future networks including IMT-2020 Published
2020-02

[ITU-T Y.QKDN-qos-ml-req] Requirements of machine learning based QoS assurance for quantum key distribution networks 2022-12 (High priority)

Sl AR R R PR PV AR S ETEE Y Quantum Key Distribution Networks - Applications of Machine Learning Agreed on 2021-07-16
[ITU-T Y.QKDN-mI-fra] Quantum Key Distribution Networks - Functional requirements and architecture for machine learning 2022-12

[ITU-T Y.IMT2020-DJLML] Requirements and framework for distributed joint learning to enable machine learning in future networks in 2023-Q4
cluding IMT-2020

[ITU-T Y.ML-IMT2020-MLFO] Requirements and architecture for machine learning function orchestrator =

[ITU-T Y.ML-IMT2020-SANDBOX Machine learning sandbox for future networks including IMT-2020: requirements and architecture framework 2022-Q2
[ITU-T Y.ML-IMT2020-ETE-MGMT] Machine learning based end-to-end multi-domain network slice management and orchestration 2022-Q2

[ITU-T Y.ML-IMT2020-VNS] Framework for network slicing management enabled by machine learning including input from verticals 2022-Q2




ITU-T SG16

_ Reference | Tite | Status
Framework and requirements for civilian unmanned aerial vehicle flight control using artificial intelligence Approved on 2021-06-13
Use cases and requirements for multimedia communication enabled vehicle systems using artificial intelligence Approved on 2021-06-13
Emotion enabled multimodal user interface based on artificial neural network 2021
P B ZEREJ Technical framework for shared machine learning system Approved on 2021-06-13
Requirements for smart class based on artificial intelligence 2021
Guideline on the use of Al for ICT accessibility 2021
Requirements and reference model for CDN services over Al network 2023
Guideline on the use of Al for ICT accessibility 2020
Metrics and evaluation methods for deep neural network processor benchmark 2020-07
Deep Learning Software Framework Evaluation Methodology 2021
B TEAEDMPE T Technical framework for Deep Neural Network model partition and collaborative execution 2021
Framework for audio structuralizing based on deep neural network 2021
TS PEAFILIESS [ Technical Requirements and Evaluation Methods of Intelligent Levels of Intelligent Customer Service System 2021
Use cases and requirements for speech interaction of intelligent customer service 2021
Requirements for smart speaker based Intelligent Multimedia Communication System 2021
Overview of convergence of artificial intelligence and blockchain 2021
Interfaces for intelligent question answering system 2020-07
Requirements for artificial intelligence/machine learning (Al/ML)-based software as a medical device (SaMD) 2021
Guidelines on development and application of artificial intelligence in coronary computed tomography angiography 2022
Requirements and framework of Al-based detection technologies for 5G multimedia messages 2023-Q2
PR E RGN Technical specification for artificial intelligence cloud platform: General architecture 2023
VS ARV I Technical specification for artificial intelligence cloud platform: Model development 2023
TS EE IS Technical specification for artificial intelligence cloud platform: Performance 2024-04
Requirements for intelligent surface-defect detection service in industrial production line 2022-Q3
Requirements for the construction of multimedia knowledge graph database structure based on Atrtificial Intelligence 2021
PSS TEAERPAS I Technical requirements and evaluation methods for a robotic process automation 2023
Requirements for real-time super-resolution service based on artificial intelligence 2023
Requirements and framework for feature-based distributed intelligent systems 2022-Q4
Requirements for smart speaker based intelligent multimedia communication system 2022
Requirements and evaluation methods for Al-based optical character recognition service 2021
R R (@R Trusted contribution evaluation framework on federated machine learning services 2022
General framework of quality control of medical images for machine learning applications 2022
Requirements for artificial intelligence based machine vision service in smart logistics warehouse system 2022

E . -VDSLWS 9
Requirements for smart factory based on artificial intelligence 2022

F.FML-TS-FR Requirement and framework of trustworthy federated machine learning based service 2023


https://www.itu.int/ITU-T/recommendations/rec.aspx?rec=14690
http://www.itu.int/itu-t/workprog/wp_item.aspx?isn=15295
http://www.itu.int/itu-t/workprog/wp_item.aspx?isn=15296
http://www.itu.int/itu-t/workprog/wp_item.aspx?isn=16634
http://www.itu.int/itu-t/workprog/wp_item.aspx?isn=16636
http://www.itu.int/itu-t/workprog/wp_item.aspx?isn=16639
http://www.itu.int/itu-t/workprog/wp_item.aspx?isn=16381
http://www.itu.int/itu-t/workprog/wp_item.aspx?isn=16633
http://www.itu.int/itu-t/workprog/wp_item.aspx?isn=15015
http://www.itu.int/itu-t/workprog/wp_item.aspx?isn=16376
http://www.itu.int/itu-t/workprog/wp_item.aspx?isn=16378
https://www.itu.int/itu-t/workprog/wp_item.aspx?isn=16699
https://www.itu.int/itu-t/workprog/wp_item.aspx?isn=16886
https://www.itu.int/itu-t/workprog/wp_item.aspx?isn=16697

ITU-T SG17

__ Reference | .. Tite |  Status
e ol il Supplement to X.1231: Countering spam based on machine learning 2022-09

[ITU-T TR.sgfdm] Technical Report: FHE-based data collaboration in machine learning 2022-09
[ITU-T TR.sec-ai] Technical Report: Guidelines for security management of using artificial intelli 2023-04
gence technology

[ITU-T X.gdsml] Guidelines for data security using machine learning in big data infrastructure 2024-09

ITU-T SG20

| Reference 1 .. _Tite | Status |
[ITU-T Y.4470] Reference architecture of artificial intelligence service exposure for smart sust Approved on 2020-
ainable cities 08-29

Unlocking Internet of things with artificial intelligence Agreed on 2020-07-
ITU-T Y.4000 series] 16
Reference architecture of collaborative decentralized machine learning for int 2022 Q4
elligent loT services
Requirements and reference architecture of loT and smart city & community 2022 Q3
service based on federated machine learning

[t daibeldees s Functional architecture of Al enabled device-edge-cloud collaborative service 2022 Q4
s for loT and smart cit
ETR: r ey 10




About

Secretariat: ANSI

Committee Manager: Ms Heather Benko

Chairperson (until end 2024): Mr Wael William Diab

ISO Editorial Manager [EM]: Ms Christelle Gansonre

Creation date: 2017

Scope

Standardization in the area of Artificial Intelligence

® Serve as the focus and proponent for JTC 1's standardization program on Artificial Intelligence

e Provide guidance to JTC 1, IEC, and I1SO committees developing Artificial Intelligence applications

20

Published ISO standards * ISO standards under
development *

ETRI

7/

Participating members

Reference |

ISO/IEC JTC 1/SC 42/WG 5 D
ISO/IEC JTC 1/SC 42/WG 4 (D
ISO/IEC JTC 1/SC 42/WG 3 (D
ISO/IEC JTC 1/SC 42/WG 2 (D
ISO/IEC JTC 1/SC 42/WG 1 (D)
ISO/IEC JTC 1/SC 42/JWG 5
ISO/IEC JTC 1/SC 42/JWG 4 (D
ISO/IEC JTC 1/SC 42/JWG 3 (D
ISO/IEC JTC 1/SC 42/JWG 2 D
ISO/IEC JTC 1/SC 42/AHG 7 (D
ISO/IEC JTC 1/SC 42/AHG 4 (D

ISO/IEC JTC 1/SC 42/AG 3 (D

Title

Computational approaches and computational characteristics of Al systems

Use cases and applications

Trustworthiness

Data

Foundational standards

Joint Working Group ISO/IEC JTC1/SC42 - ISO/TC 37 WG: Natural language processing systems
Joint Working Group ISO/IEC JTC1/SC42 - IEC TC65/SC65A: Functional safety and Al systems
Joint Working Group ISO/IEC JTC1/SC42 - ISO/TC 215 WG : Al enabled health informatics
Joint Working Group ISO/IEC JTC1/SC 42 - ISO/IEC JTC1/SC 7 : Testing of Al-based systems
JTC1 joint development review

Liaison with SC 27

Al standardization roadmapping

https://www.iso.org/committee/6794475.html

11


https://www.iso.org/committee/6794475.html

JTC1/SC42 - PUBLISHED ISO STANDARDS

JTCI

INFORMATION TECHNOLOGY STANDARDS

STANDARD AND/OR PROJECT UNDER THE DIRECT RESPONSIBILITY OF ISO/IECJTC 1/SC 42 SECRETARIAT STAGE
Baseline Doc. |5
ISO/IEC 22989: 2022, Information technology — Artificial intelligence — Artificial intelligence concepts and terminology 60.60
ISO/IEC 23053:2022, Framework for Artificial Intelligence (AI) Systems Using Machine Learning (ML) 60.60
[SO/IEC 20546:2019, Information technology — Big data — Overview and vocabulary 60.60
ISO/IEC TR 20547-1:2020, Information technology — Big data reference architecture — Part 1: Framework and application process 60.60
ISO/IEC TR 20547-2:2018, Information technology — Big data reference architecture — Part 2: Use cases and derived requirements 60.60
ISO/IEC 20547-3:2020, Information technology — Big data reference architecture — Part 3: Reference architecture 60.60
ISO/IEC TR 20547-5:2018, Information technology — Big data reference architecture — Part 5: Standards roadmap 60.60
ISO/IEC TR 24027:2021, Information technology — Artificial intelligence (AI) — Bias in Al systems and Al aided decision making 60.60
ISO/IEC TR 24028:2020, Information technology — Artificial intelligence — Overview of trustworthiness in artificial intelligence 60.60
ISO/IEC TR 24029-1:2021, Artificial Intelligence (AI) — Assessment of the robustness of neural networks — Part 1: Overview 60.60
ISO/IEC TR 24030:2021, Information technology — Artificial intelligence (Al) — Use cases 90.92
ISO/IEC TR 24372:2021, Information technology — Artificial intelligence (Al) — Overview of computational approaches for Al systems 60.60
ETRI 12


https://www.iso.org/standard/74296.html?browse=tc

ISO/IEC 22989: 2022, Al concepts and terminology

* Provides 115 terms : Al, data, machine learning, neural
networks, trustworthiness, NLP, and computer vision

Al stakeholder roles and sub-roles

Al stakeholder

ETRI

Al evaluator

Al auditor

Policy makers

_ ] B Relevant
Al provider Al producer Al customer Al partner Al subject authorities
Al plaTrmrm L Al developer L Al user T _AI system —| Datasubject ]
provider integrator
_ﬂl prnduct_ﬂr — Data provider 1 Other subject —
service pTUVIdL’I

Regulators

OOOOOOOOOOOOOOOOOOOOOOOOOOOOOOO

13



ISO/IEC 22989: 2022, Al concepts and terminology

* Al

e mode]

system life cyc
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= > o
\. J J VARN J VAN / J
< DevOps

Transparency and explainability

Security and privacy

Risk management

Governance

NN NN

ETRI

N NN N

» Al system functional view

Human design choices, engineering and oversight
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i F Machine Learnin 4 |
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Inputs: ? Processin L:> - Actions
- Productu_m data & ] - Recommendations
- Information - Decisions
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ISO/IEC 22989: 2022, Al
concepts and terminology

* Al ecosystem : Al
ecosystem in terms of
functional layers

ETRI



ISO/IEC 23053:2022, Framework for Al Systems Using ML

» Machine learning system

ETRI

Machine Learning

Task (problem definition)

Regression || Classification|| Clustering Anomaly | Dimensionality| | oo 1)
detection reduction
Model
Training models Evaluating Retraining models || Retraining models

for common use models with additional data for custom use
Data Software tools and techniques
. Categories of ML Optimization . .
Data preparation algorithms methods Evaluation metrics
Training || Validation Test d Production
data data est data data = Filtering « Neural netwaork + Gradient descent * Precision, recall,

+« Normalization
+ De=identification

+ Decision tree

+ Bayesian network

* Support vector
machine

« Least suare curve
fitting

= Maximum
likelihood
estimation

= Expectation-
maximization

F1 score

+ Area under ROC
curve

# Confusion matrix

16



ISO/IEC 23053:2022, Framework for Al Systems Using ML

« Machine learning approaches : M

Supervised machine learning

ETRI

. Models

Unsupervised machine learning

Classification

Regression

Clustering

Dimension reduction

Logistic regression

* Linear discriminant analysis

Naive Bayes

k-nearest neighbour
Decision tree

Ensemble methods (random
forests, AdaBoost)

Kernel metheds, support
vector machine

Neural networks

+ Linear and non-linear curve
fitting

Regression tree

Ridge and Lasso regression
Bayesian regression

Elastic net regression
Support vector regression
Gaussian process regression
Neural networks

-

* k-means clustering

+ Hierarchical clustering

« Gaussian mixture model
* Density-based clustering
* Genetic algorithms

« Spectral clustering

= Scale-space clustering

* Neural networks

Principal component analysis
Tensor decomposition
[sometric feature mapping
Locally linear embedding
t-distributed stochastic
neighbour embedding
Uniform manifold
approximation and projection
Neural networks

Reinforcement machine learning

Model-free

Model-based

« Monte Carlo

Current state/current

action/next reward/next

state,/next action

* Q-learning, deep Q-learning

Policy improvement with

path integrals

« Trust region policy
optimization

= Deep deterministic policy

gradient

Proximal Policy Optimization

= Neural networks

« Dynamic programming

« Explicit explore or exploit

* Medel-based interval
estimation

* Model-based Bayesian
reinforcement learning

« Differential dynamic
programming

* Neural networks

17



ISO/IEC 23053:2022, Framework for Al Systems Using ML

« Machine learning pipeline and mapping to the Al system life cycle

. ! Al system life cycle !

s N\ ~N ~ Y p

o
a 2 o = ]
: R Y- 5 s2|| ¢ g
R= o B g .8 = = T
2 =g sE g Es|| g
- =] =T =) == = g
2 EE g a £ 5 ¥ =
= 88 c > 2 2 E 2 &
= -
=
- JANE AN AN Sl ,»
ML pipeline
S —
Data Data . Verification and Model 1
i : P Operation
acquisition - preparation - et - validation - deployment - P
» Data stores = Exploring * Feature * Model = Packaging » Maintain
= Data streams « Data wrangling engineering evaluation » Runtime = Repair
» Cleaning = Algorithm = System environment « Update
e Imputation selection validation = Optimisation » Monitering
» Normalization * Madel training
and scaling * Model
e Dataset selection
composition
= Data splitting
* Labelling
« Other
transforms

Risk management and governance

Security and privacy

Accountability, transparency and explainability

E T I\I Safety, resilience, robustness and fairness
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Khronous Group - NNEF

ETRI

m Neural Network Exchange Format (NNEF)

Title

KHRCONOS

G R OUP

Published 2020-08

Before NNEF - NN Training and Inferencing Fragmentation

O caffez P
C affe TensorFlow
¥ Microsoft

‘T'torch CNTK
theano

Training Framework 1

Training Framework 2

Training Framework 3

Every Inferencing Engine needs a
custom importer from every Framework

Inference Engine 1

Inference Engine 2

Inference Engine 3

Q" Caffe2 1"
Caffe
¥ Microsoft

‘\I'torch CNTK
theano

Tensorflow

44 PaddlePaddie

Training Framework 1

Training Framework 2

Training Framework 3

> NNEF

With NNEF- NN Training and Inferencing Interoperability

Inference Engine 1

Inference Engine 2

Inference Engine 3

Optimization and processing tools

* https://www.khronos.org/nnef

20


https://www.khronos.org/nnef

Khronous Group - NNEF

ETRI

NNEF-Tools #

NNEF reduces machine learning deployment fragmentation by enabling a rich mix of neural network training tools
and inference engines to be used by applications across a diverse range of devices and platforms.

This repository contains tools to generate and consume NNEF documents, such as a parser (C++ and Python) that
can be included in consumer applications and converters for deep learning frameworks.

e NNEF Model Zoo
¢ NNEF Tests

* NNEF Tools

¢ NNEF Parser

NNEF Model Zoo ¢

A Model Zoo is now available; the ‘models’ folder contains a variety of NNEF models converted from various sources.

NNEF Tests ¢

NNEF Tests folder contains tests to verify installation and unit tests.

NNEF Tools ¢

NNEF Tools folder contains tools to convert pre-trained models in tensorflow / caffe / caffez / onnx to NNEF
format.

NNEF Parser ¢

NNEF Parser folder contains c++ and Pythen source code for a sample NNEF graph parser.

* https://qgithub.com/KhronosGroup/NNEF-Tools

NNEF model zoo »

KHRCONOS

G

The following collection of models were compiled by running the convert

provides a link to the original and the converted model.

¢ TensorFlow models have been acquired from [https://www.tensorfloy

* ONNX models have been acquired from [https://github.com/onnx/mr

e Caffe models have been acquired from [https://github.com/BVLC/ca

e Caffe2 models have been acquired from [https://github.com/caffe2/i

AlexNet »

Floating point models

Name Size
BVLC AlexNet =~ 244 Mb

BVLC AlexNet 244 Mb

VGG ¢

Floating point models

Name Size

VGG-16  553.6 MB Mb

Original
Caffe

ONNX

Original

Caffe

Converted
NNEF

NNEF

Converted

NNEF

o]

u

P

Latest Models such as Transformer based models
are not yet supported...

21


https://github.com/KhronosGroup/NNEF-Tools

W3C - WebNN API W3C

__Group | Reference | __ _Title | St |

WebML WebNN API Web Neural Network API Candidate Recommendation Draft
WG (Aug 2023)
ONNX Models TensorFlow Models Other Models
( J
JS ML Frameworks
TensorFlow.js, ONNX.js...
o Take advantage of the native OS services for machine learning
e e T e WebAssembly (Wasm) o Get capabilities from the L.,lr?derlylng hardware mnova"utlons
o Implement consistent, efficient, and reliable Al experiences on the web
i v 3 3 o Benefit web applications and frameworks including TensorFlow.js, ONNX.js
ML Compute DirectML NN API OpenVINO
macOS /i0S Windows Android Linux
CPU GPU ML Accelerators

* https://webmachinelearning.github.io/webnn-intro/

ETRI
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W3C - WebNN API W3C

> Premium

WebNN: the demos

WebNN image classification on a laptop with VNNI

https://intel.github.io/webml-polyfill/examples/image classification

Access purpose-built ML hardware with Web Neural Network API
!Vigmmzs e s &P A 3% v oematoing & 2

Rl W3cHS W #EEBHXx FH Oz >
A proposed web standard to

* https://www.youtube.com/watch?v=8vnQYOQSIgM

ETRI


https://www.youtube.com/watch?v=8vnQYOQSIqM

ETI

|IEEE

Reference
P7006

P7007

P7008

P7009

P7010

P7012

P7013

P7014

P2755.2

P2801

P2802

P2807

P2841

P2805.3

4 |EEE

Advancimg Technology
far Humanity

T Namenne [ s

Standard for Personal Data Artificial Intelligence (Al) Agent

Ontological Standard for Ethically Driven Robotics and Automation Systems

Standard for Ethically Driven Nudging for Robotic, Intelligent and Autonomous Systems

Standard for Fail-Safe Design of Autonomous and Semi-Autonomous Systems

Wellbeing Metrics Standard for Ethical Artificial Intelligence and Autonomous Systems

Standard for Machine Readable Personal Privacy Terms

Inclusion and Application Standards for Automated Facial Analysis Technology

Standard for Ethical considerations in Emulated Empathy in Autonomous and Intelligent Systems
Recommended Practice for Implementation and Management Methodology for Software Based Intelligent Process Auto
mation (SBIPA)

Recommended Practice for the Quality Management of Datasets for Medical Atrtificial Intelligence

Standard for the Performance and Safety Evaluation of Artificial Intelligence Based Medical Device: Terminology
Framework of Knowledge Graphs

Framework and Process for Deep Learning Evaluation

Cloud-Edge Collaboration Protocols for Machine Learning

Standard for the Deep Learning-Based Assessment of Visual Experience Based on Human Factors

Guide for Architectural Framework and Application of Federated Machine Learning

PAR Approval

2017-03-23
PAR Approval

2017-03-23
PAR Approval

2017-06-15
PAR Approval

2017-06-15
PAR Approval

2017-06-15
PAR Approval

2017-12-06
PAR Approval

2018-05-14
PAR Approval

2019-06-13
PAR Approval

2019-05-21
PAR Approval

2018-12-05
PAR Approval

2018-12-05
PAR Approval

2017-03-23
PAR Approval

2019-09-05
PAR Approval

2019-02-08
PAR Approval

2017-09-28
PAR Approval

2018-12-05
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Uncoordinated Lack of
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Duplication of
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JCA-ML

“Using Machine Learning {ML) to unleash the full potential of
telecommunications/ICTs."” - Mr Kangchan Lee, the JCA-ML Chairman

Initiated by the 5G13 in July 2022, the JCA-ML starts its operation from March 2023.
The scope of JCA-ML is the coordination of the ITU-T work programme on
applications of machine learning and its related standardization work for
telecommunications/ICTs. JCA-ML seeks cooperation and collaboration from external
standards development organizations, consertia, forums, and academia studying ML
applications and their relevant works. Mr Kangchan Lee (ETRI, Republic of Korea)
was appointed as the Chairman and Mr Marco Carugi (Huawei, China) as the Vice-
chairman of JCA-ML. JCA-ML reports to SG13.

Scope and Terms of Reference

Parent Group: ITU-T 5G13

MANAGEMENT AND CONTACTS MAILING LIST

Chairman: Mailing list: jcaml@lists.itu.int
Dr Kangchan Lee

(ETRI, Korea (Rep. of)

An ITU User Account is required to

Vice-chai :
ice-chairman subscribe to the mailing list.

Mr Marco Carugi

H i Chi
(Huawei China) Account holders: Log in

JCA-ML Secretariat: here, search for jcam/ and
tsbjcaml@itu.int click subscribe.

Non-account holders: Sign up
for a (free) ITU account here, then
follow previous instruction.

To view previous exchanges on
this mailing list, visit the mailing list
archive.

m News Past meetings

Meeting #2
Geneva, 19 July 2023,1300-1430

Announcement
Registration {(mandafory)
Documents

Remote participation

Your inputs are welcome

Submission deadline:

Submit inputs to tshjcaml@itu.int in your
preferred format, see templates below:

Templates: Document

0 A free ITU User Account is required to
access the remote participation tool and JCA-
ML documents, sign up for a (free) ITU account
here.

DOCUMENT AREA

Documents

e An ITU User account is required to access the
documents. Non- account holders can sign up for
a (free) ITU account here.

Web site :

https://www.itu.int/en/ITU

-T/jca/ml/

Document :
https://extranet.itu.int/site

s/itu-t/jca/ml/

Initiated on July 2022
1st Meeting on March 2023
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JCA-ML

“Using Machine Learning (ML) to unieash the full potential of
telecommunications/ICTs." - Mr Kangchan Lee, the JCA-ML Chairman

Initiated by the SG13 in July 2022, the JCA-ML starts its operation from March 2023.
The scope of JCA-ML is the coordination of the ITU-T work programme on
applications of machine learning and its related standardization work for
telecommunications/ICTs. JCA-ML seeks cooperation and collaboration from external
standards development organizations, consortia, forums, and academia studying ML
applications and their relevant works. Mr Kangchan Lee (ETRI, Republic of Korea)
was appointed as the Chairman and Mr Marco Carugi (Huawei, China) as the Vice-
chairman of JCA-ML. JCA-ML reports to SG13.

Scope and Terms of Reference

Parent Group: ITU-T SG13

MANAGEMENT AND CONTACTS MAILING LIST

Chairman:
Dr Kangchan Lee
(ETRI, Korea (Rep. of)

Mailing list: jcaml@lists.itu.int

An ITU User Account is required to

Vice-chairman: ) -
subscribe to the mailing list.

Mr Marco Carugi

(Huawei China) )
Account holders: Log in

here, search for jeam! and
click subscribe.

JCA-ML Secretariat:
tshjcamI@itu.int

Non-account holders: Sign up
for a (free) ITU account here, then
follow previous instruction.

To view previous exchanges on
this mailing list, visit the mailing list
archive.

* https://www.itu.int/en/ITU-T/jca/ml/Pages/default.aspx

m News Past meetings
Meeting #3

Geneva, 27 October 2023

1300-1430

Invitation
Registration
Documents

Remote participation

Your inputs are welcome

Submission deadline:

Submit inputs to tsbjcami@itu.int in your
preferred format, see templates below:

Templates: Document

e Afree ITU User Account is required to
access the remote participation tool and JCA-
ML documents, sign up for a (free) ITU account
here.

DOCUMENT AREA

Documents

e An ITU User account is required to access the
documents. Non- account holders can sign up for
a (free) ITU account here.
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e

ETRI

The JCA-ML ensures that the ITU-T work programme on applications of machine learning and its related
standardization work for telecommunications/ICTs is progressed in a well-coordinated manner among all ITU-T
study groups and their relevant Questions.

. JCA-ML monitors the work programmes of other SDO's to detect duplication and promotes the usage of

terms and definitions in a manner consistent with existing standardized definitions in this area.

. Whenever duplication of effort or planning issues are discovered, the JCA-MLs reports this to the parent study

group to coordinate all activities with other relevant groups.

. The JCA-ML considers and encourages possibilities of cooperation and collaboration on applications of

machine learning with relevant groups such as ISO/IEC JTC 1, ISO/IEC JTC 1/SC 42, ISO/IEC JTC 1/SC 29,
ISO/TC37, IEC TC 62, IEC SMB Advisory Committee on Information security and data privacy, IEC SMB
Strategic Group 11, IEC SMB Strategic Group 12, IEEE, Khronos Group, W3C, etc. as well as open-source
communities where ML applications experts eagerly participate and contribute.

. The JCA-ML periodically reviews the roadmaps in ITU-T (e.g., Artificial Intelligence Standardization Roadmap

[ITU-T Y.sup.aisr]) to collect relevant information of the on-going and published deliverables from ITU-T, other
relevant standard development organizations, consortia and forums, including support to a gap analysis under
its parent group.

. The JCA-ML considers the work of standards development organizations consortia and forums for use in its

coordination function and provides information on this work for use by the relevant study groups in their work.

. To facilitate internal coordination within ITU-T, JCA-ML invites representatives of all ITU-T study groups and

focus groups to its meetings.

To foster external collaboration, JCA-ML invites representatives from other relevant standards development
organizations, regional/national organizations, consortia and forums to join the JCA. 28



DI les ofCAS Ml

Deliverables |Gl

Machine Learning
Standardization
Roadmap

Glossary of terms
and definitions for
machine learning

ETRI

Focused on machine learning with similar way ITU-T Y Suppl. 72,
ITU-T Y.3000-series - Artificial Intelligence Standardization Roadmap
Collect ML related existing, approved, and under-developing
Recommendations/Standards via liaison exchanges

Providing standardization gap analysis

Collect terms and definitions defined in the deliverables from ITU-T
and other relevant SDOs in the 'Machine Learning Standardization
Roadmap.'

Organize to compare similar terms and definitions defined in
published standards of ITU-T and other relevant SDOs.

Essential resource for anyone who needs to develop documents at
ITU-T and other relevant SDOs. Moreover, it can help to avoid
duplicated terms and definitions in the field of ML in the future

29
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Topic-based gap analysis

Table 7-1 —ITU-T SG13 deliverables and work items
Study Reference Title Status Topics
group
Machine learning marketplace In force "
. o ML Applicati
SG13 | ITU-T Y.3176 | integration in fiture networks (Approved dh o pplications,
including IMT-2020 2020-09-29 ers
Requirements of machine learning AAP
SG13 ITU-T Y¥.3812 | based QoS assurance for quantum (Approved dn | ML Applications
key distribution networks 2022-09-29
Quantum Key Distribution In force "
SG13 Y:ETSE_E 0 Networks — Applications of (Asreed orl gtﬂ‘h Applications.
-=up Machine Learning 2021-07-16 ers
Quantum Key Distribution AAP
Networks — Functional (Consented ¢n ot
8G13 ITU-T Y3814 requirements and architecture for 20291125 ML Applications
machine learning
ITUT Requirements and framework for Under study
distributed joint learning to enable (Timine- ML Framework
SG13 Y IMT2020- : o g R
DILML machine lgaxm.ng in future 2023-Q4) ML Applications
networks including IMT-2020
ITU-T YML- | Requirements and architecture for Under study
i1z TRATININ manhina laarnine fmntinn i oo | RAT . Arndinatinne

Access Network

Architecture and

Functions

coe

Access Network Cloud ees | IMT-2020and |
Transport Standards Computing beyond

- . Y
[ Quantum Information

Technology

Technical reports,

{ Software-Defined ]
technical papers, guides

Networking (SDN)

(o] ()

and handbooks on access
network

Legend 1

General on
Access Network

Architecture and
Functions

D : End of Tree

C] : Root of Tree

D : Entity of Tree

Figure 1 - Structure of ‘Topics’ in “ITU-T landscape for ICT standards”

JCA-ML will request to update the ‘Topics’ in the context of “Machine Learning” into the above
structure. As depicted in the figure 1, the structures of 'Topic' vary by domain, therefore, JCA-ML
should be decided appropriate topics under machine learning circumstances. The followings are
candidate topics of machine learning;

— Foundation;
— Data;

— Assessment and testing;

—  Trustworthiness:
transparency for ML models or ML systems;

— ML applications;
—  Others.

including bias, robustness,

explainability,

controllability, and

30



Wf terms and definitions for machine learning

3  Definitions

3.1 Terms defined elsewhere

This document uses the following terms defined elsewhere:

3.1.1 aceuracy [ISO/IEC TS 4213]: Number of correctly classified samples divided by all
classified samples.

NOTE — It is calculated as a=(Te +T3)/(Tp +Fp +T3 +Fw ).

3.1.2 artificial intelligence
AT [ISO/TEC 22989]: Research and development of mechanisms and applications of Al systems
(3.1.3).

NOTE 1 — Research and development can take place across any number of fields such as computer science,
data science, humanities, mathematics and natural sciences.

3.1.3 artificial intelligence system
AT system [ISO/IEC 22989]: engineered system that generates outputs such as content, forecasts,
recommendations or decisions for a given set of human-defined objectives.

NOTE 1 — The engineered system can use various techniques and approaches related to artificial intelligence
(3.1.2) to develop a model (3.1.50) fo represent data, knowledge (3.1.36), processes, etc. which can be used
to conduet tasks (3.1.68).

NOTE 2 — AT systems are designed to operate with varying levels of automation (3.1.4).
3.1.4 automatic
automation

automated [[SO/IEC 22989]: pertaining to a process or system that, under specified conditions,
functions without human intervention.

1. Collection of definitions in published standards

ETRI

Table 1.1:

Identical terms for machine learning

Terms

Clause (Deliverables)

Deep learning

- 3.1.18 (ITU-T F.748.12)
- 3.1.19 (ISO/IEC 22989)

Inference

- 3.1.22 (ITU-T F.748.20)
- 3.1.34 (ISO/IEC 22989)

Machine learning

- 3.1.40 ITU-T Y.3172)
- 3.1.41 (ISO/IEC 22989)

Machine learning model

- 3.1.43 (ITU-T Y.3172)
- 3.1.44 (ISO/IEC 22989)

Support vector machine

- 3.1.66 (ITU-T X.1235)
- 3.1.67 (ISO/IEC 22989)

2. Find identical terms in ML fields
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Oh...

Aha!

Towards common understanding for Al

I'm glad we all agree!
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—\Wrap:uprIRolesofistandardization works in de facto

ETRI

HOW STANDARDS PROLFERATE:
(SEE: A/C CHARGERS, CHARACTER ENCODINGS, INSTANT MESSAGING, ETC)

SITUATION:

THERE ARE
4 COMPETING
STANDPRDS.

17 RDICULoLS!

WE NEED To DEVELOP

ONE UNNERSAL STANDARD

THAT COVERS EVJERYONES
USE CASES. YERH!

=

SITUATION:

THERE ARE
|5 COMPETING

STANDARDS.
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1. Concepts and terminologies for L
foundational models ® = 3.
Answering °
2. Transformer-based hyperscale ML m—
model supports reference architecture . & ;A.‘,';'::s.‘
3. State-of-The-Art learning algorithms e Lu . | @
Support APIS r‘\\’/lmages w 6 IEnxf;ral:;:i:n\&
(e.g. Federated Learning, Transfer iy AT o adaptation @
Learning) ey WP Model & 1:";2%‘;,"...9@
4. Multi-modality support for ML data o :
y p p 3D Signals é & ‘gzzdg"mﬂ

5. Etc...(The possibilities are infinite!)

. Instruction
& Following M

ZX: Bommasani, R. et al., (2021), On the Opportunities and Risks of Foundation Models.
arXiv:2108.07258v3
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Thank You

Sungpil Shin

Intelligence & Information Standards Research Section of ETRI

Office. +82-42-860-1379
Email: spshin@etri.re.kr
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