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Khronos Connects Software to Silicon

Open interoperability standards to enable software to effectively harness
the power of 3D and multiprocessor acceleration
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Founded in 2000
>150 Members ~ 40% US, 30% Europe, 30% Asia

3D graphics, XR, parallel
programming, vision
acceleration and machine
learning

Non-profit, member-driven
standards-defining industry
consortium

Open to any
interested company

All Khronos standards
are royalty-free

Well-defined IP Framework
protects participant’s
intellectual property
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3D Graphics
Desktop, Mobile, Web
Embedded and Safety Critical
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3D Assets

Authoring
and Delivery

C. _LLADA.

3DCommerce"
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Khronos Active Initiatives

Portable XR

Augmented and
Virtual Reality

(Open\’h R.

/Parallel Computation\

Vision, Inferencing,
Machine Learning

Cﬁmﬁat<<§szm

NNEF

OpenVXm
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Khronos Compute Acceleration Standards

EI§EEOZO Trained |NNEF

Neural Network

Exchange Format Q Import g
Higher-level ‘SYCL OpenVXm

Languages and APIs

Streamlined development and
L L AL performance portability

s 2 o L
pa 2 Y g 2

oret Lower-level APIs (V Ikan. & ‘SPR o OpenCL

Single source C++ programming Graph-based vision and
with compute acceleration inferencing acceleration

Direct Hardware Control

GPU rendering + Intermediate Heterogeneous
compute Representation (IR) compute Increasing industry
acceleration supporting parallel acceleration interest in parallel

execution and compute acceleration to
graphics @ combat the ‘End of

Y —

FPGA || DSP

Al/Tensor HW

Moore’s Law’
Hardware [ GPU ] cPU v |
|
|
|

Custom Hardware
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Embedded Vision and Inferencing Acceleration

Networks trained on high-end
desktop and cloud systems

Applications link to compiled
inferencing code or call
vision/inferencing API

Diverse Embedded Hardware
(GPUs, DSPs, FPGAs)

Neural Network Training
Training pata

—
NNEF

Trained
Compilation Networks Ingestion

=
|{ Compiled Vision / Inferencing C++ Application :
! Code Engine OpenVX Code SYCL. |;
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MU NNEF Neural Network Exchange Format

Global ICT Standards Conference

Before - Training and Inferencing Fragmentation

O PyTo rch Training Framework 1 Inference Engine 1
++ = Training Framework 2 Inference Engine 2
o AL O Caffe? torch
M- E Q|Tt . Keras Training Framework 3 Inference Engine 3
ICT 232 @Xnet Every Inferencing Engine needs a custom importer
ot B Microsoft from every Framework
CNTK
TensorFlow
! PaddlePaddle After - NN Traini d Inf ing Int bilit
theano er raining ana inrerencing interoperabiity
Caffe Q. Training Framework 1 Inference Engine 1
Chainer Training Framework 2 NNEF Inference Engine 2
Training Framework 3 Inference Engine 3

Common optimization
and processing tools
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NNEF and ONNX
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NNEF’ ) ONNX
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ONNX and NNEF

Embedded Inferencing Import are Complementary

Training Interchange

ONNX moves quickly to track authoring
Defined Specification Open Source Project framework updates
, . . NNEF provides a stable bridge from
Multi-company Governance at Khronos Initiated by Facebook & Microsoft

=3 Al

training into edge inferencing engines

MEZ ofot Stability for hardware deployment Software stack flexibility
ICT E=9]
e Fy NNEF V1.0 released in August 2018 ONNX 1.6 Released in September 2019
After positive industry feedback on Provisional Specification. Introduced support for Quantization
Maintenance update issued in September 2019 ONNX Runtime being integrated with GPU inferencing engines
Extensions to V1.0 released for expanded functionality such as NVIDIA TensorRT
O avorve AMD arm = 2 wwee AMDZl arm aws BafEE BITMAIN
cadence’ CEVA EX=! £ (e ceva @

s | —
Opencouce  GRAPHCORE s habana HewlettPackard gvé HUAWEI
Menior W
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imagination Graphics QUALCO/WV\

: = Idein Inc. (|@ Al <€\ MathWorks B® Microsoft
PEAKHILLS SAMSUNG SYNoPSYS'

MW\ Neural Network Libraries _ <ANVIDIA. X Oa_!_h: PPreferred
B et EEEstcon @siicon £ XILINX

Networks

Qualcoww §SaS  skymizer  SYNoPsys Tencent <€ unity

NNEF Working Group Participants ONNX Supporters
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NNEF Open Source Tools Ecosystem

Compound operations
captured by exporting
graph Python script

TensorFlow and
TensorFlow Lite
Import/Export

ONNX

€ ONNX

Import/Export

1N
N%

NNEE, Caffe2

\d
Files Import/Export

’ 4_,\ Caffe and
N%

O
Syntax OpenVX

Parser and
Validator

Ingestion and
Execution

NNEF open source projects hosted on Khronos NNEF

GitHub repository under Apache 2.0
https://github.com/KhronosGroup/NNEF-Tools

T
NNEF

NNEF Model Zoo
Now available on GitHub. Useful for
checking that ingested NNEF produces
acceptable results on target system

NNEF adopts a rigorous approach to

design lifecycle
Especially important for safety-critical or
mission-critical applications in automotive,
industrial and infrastructure markets
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SYCL Single Source C++ Parallel Programming

SYCL-BLAS, SYCL-DNN,
SYCL-Eigen,
SYCL Parallel STL

C Standard C++
t Application
Libraries Code

Complex ML frameworks

can be directly compiled
and accelerated
Frameworks TensorFlow

|

C++ Template C++ Template C++ Template CfH templates and l;‘mbc:‘
Libraries lerarles Libraries unctions SeparaFe ost
accelerated device code

C++ Kernel Fusion can give

better performance on ‘ SYCL

complex apps and libs than
hand-coding

S

SYCL Compiler }

for OpenCL

Accelerated code
passed into device
OpenCL compilers

FPGA || Dsp |

Al/Tensor HW ]

7u|} u || epu U
[
[

Custom Hardware ]

ST
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CPU

SYCL is ideal for accelerating larger
C++-based engines and applications
with performance portability
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SYCL Implementations

SYCL, OpenCL and SPIR-V, as open industry
standards, enable flexible integration and
deployment of multiple acceleration technologies

GISC2020
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Any CPU

| NVIDIA GPUs ] NVIDIA GPUs
rd - P - . -
SPIR. SPIR. SPIR.
C Intel CPUs C Intel CPUs C XILINX FPGAs
Intel GPUs Intel GPUs POCL
Intel FPGAs Intel FPGAs e o e supportg
AMD GPUs
(depends on driver stack) m
Arm Mali
IMG PowerVR

Renesas R-Car

SYCL enables Khronos to influence | gy
ISO C++ to (eventually) support
heterogeneous compute

GyeL

UNIVERSITAT
HEIDELBERG

NVIDIA.
CuDA

OpenMIP

NVIDIA GPUs

£
Cm

Any CPU

\ 4

AMD GPUs

Multiple Backends in Development
SYCL beginning to be supported on multiple
low-level APIs in addition to OpenCL
e.g. ROCm and CUDA
For more information: http://sycl.tech

5C2020
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OpenVX Cross-Vendor Vision and Inferencing

GISC2020
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High-level graph-based abstraction for portable, efficient vision processing
Graph can contain vision processing and NN nodes - enables global optimizations

Optimized OpenVX drivers created, optimized and shipped by processor vendors
Implementable on almost any hardware or processor with performance portability

Run-time graph execution need very little host CPU interaction
OpenVX Graph ﬂ\MDD caden CR
________________________________ 1
| - CH A |
= ;: %'E: 1 OpenVX. Vision | ETRI
tes HY Native : - Node . I Downstream
ICT =9 Camera —+— \ﬂ;]c(l)en \ﬂzlgen —:—> Application Im%m (Intel)
et Control ! CNN Nodes ,  Processing 9 NVIDIA.
: O@@O : QUALCONVV\”’ SYNoPSYS'
I : i3 Texas
- S p @ INSTRUMENTS
Silicon
'—_\NNEF” F Translator converts NNEF represent Qar dware Imblementatio ’ﬂ
—— ation into OpenVX Node Graphs P

Performance comparable to hand-optimized, non-portable code
Real, complex applications on real, complex hardware
Much lower development effort than hand-optimized code

2020




OpenVX 1.3 Released October 2019

GISC2020

e mneseal Functionality Consolidation into Core Deployment Flexibility through Feature Sets
Neural Net Extension, NNEF Kernel Import, Conformant Implementations ship one or more complete feature sets
Safety Critical etc. Enables market-focused Implementations
- Baseline Graph Infrastructure (enables other Feature Sets)
Open Source Conformance Test Suite - Default Vision Functions

- Enhanced Vision Functions (introduced in OpenVX 1.2)

https://github.com/KhronosGroup/OpenVX-cts/tree/openvx_1.3 . . ; ’
- Neural Network Inferencing (including tensor objects)

OpenCL Interop - NNEF Kernel impqrt (including tensor objects)
C I d Nod - Binary Images

i ustom accelerated Nodes - Safety Critical (reduced features for easier safety certification)
7 =2 AL
MEE 9ot
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OpenVX user-kernels can access command queue
and cl_mem objects to asynchronously schedule Fully asynchronous host-device
OpenCL kernel execution operations during data exchange

cl_mem buffers

Copy or export
cl_mem buffers into OpenVX data
objects

OpenVX data objects

@) 7 A
\)penvxm OpenCL Command Queue OpenCL

Runtime

Map or copy OpenVX data objects
into cl_mem buffers

Runtime

OpenVX/OpenCL Interop 2020



https://www.khronos.org/registry/OpenVX/specs/1.3/html/OpenVX_Specification_1_3.html
https://github.com/KhronosGroup/OpenVX-cts/tree/openvx_1.3
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Fully Conformant
Open Source OpenVX 1.3

for Raspberry Pi

Raspberry Pi 3 and 4 Model B with Raspbian OS
Memory access optimization via tiling/chaining
Highly optimized kernels on multimedia instruction set
Automatic parallelization for multicore CPUs and GPUs
Automatic merging of common kernel sequences
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“Raspberry Pi is excited to bring the Khronos OpenVX 1.3 API to our
line of single-board computers. Many of the most exciting
commercial and hobbyist applications of our products involve
computer vision, and we hope that the availability of OpenVX will

help lower barriers to entry for newcomers to the field.”

Eben Upton
Chief Executive Raspberry Pi Trading

Open Source OpenVX & Samples

Open Source OpenVX Tutorial and Code Samples

https://github.com/rgiduthuri/openvx_tutorial
https://github.com/KhronosGroup/openvx-samples



https://github.com/rgiduthuri/openvx_tutorial
https://github.com/KhronosGroup/openvx-samples
https://github.com/KhronosGroup/OpenVX-sample-impl/tree/openvx_1.3

OpenCL i1s Widely Deployed and Used
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The industry’s most pervasive, cross-vendor, open standard for
low-level heterogeneous parallel programming

Machine Learning
Libraries and Frameworks

Parallel Lang
uages

@CL,., -
OpenAcCC. m 1

DIRECTIVES FOR ACCELERATORS

Molecular Modelling Libraries

EEErEr OpenMM %, FOLDING {/‘{’—II
E &

Intel - S
cIDNN CHARMM GROMACS % @GHOME  ~
. me Amcg E Chemistry at HARvard Macromolecular Mechanics ' ’ ’ \\ i
a rCIpI pute Engine

PyOpenCL SYCL-DNN Caffe Vision, Imaging

and Video Libraries

Machine Learning
Compilers

Math and Physics
Libraries

AFAST O '
Linear Algebra NNAPI — n SmLvm.. A {%Erg, @RUET,
Libraries e ﬁ OpenVX. &) GNU Octave
SYCL-BLAS Synopsis O GLOW V VisionCpp Wolfram Mathematica
:_\/ iennaCL TI DL Libl:'/;etaV-VrTI;i =Y c ‘ - Metashape ArrayFire )&
v (TPL) plaidVIL  Halide Zrr {1 Matlab 4
CLBlast MPeY .. roon

Arm Compute Library

z AMDZ1
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@2 SAMSUNG
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, ‘ QZI Imagination

OpenCL

Accelerated Implementations
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https://en.wikipedia.org/wiki/List_of OpenCL_applications
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https://en.wikipedia.org/wiki/List_of_OpenCL_applications

OpenCL — Low-level Parallel Programing

GISC2020
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Programming and Runtime Framework ™
for Application Acceleration OpenCL

Offload compute-intensive kernels onto parallel
heterogeneous processors Host
CPUs, GPUs, DSPs, FPGAs, Tensor Processors CPU

OpenCL C or C++ kernel languages

OpenCL C
Kernel
Code

o Runtime OpenCL API to
w =2 A @ compile, load and execute
M- E Q|Tt Platform Layer API kernels across devices
IcT EEQJ Query, select and initialize compute devices
(0]
L
Runtime API CPU
Build and execute kernels programs on multiple devices
OpenCL
. . . e Devi
Explicit Application Control evices
Which programs execute on what device e ~
Where data is stored in memories in the system Complements GPU-only APIs
When programs are run, and what operations are Simpler programming model
dependent on earlier operations Relatively lightweight run-time
More language flexibility, e.g. pointers

\_ Rigorously defined numeric precision

2020
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OpenCL 3.0

Increased Ecosystem Flexibility
All functionality beyond OpenCL 1.2 queryable plus
macros for optional OpenCL C language features
New extensions that become widely adopted will be
integrated into new OpenCL core specifications

OpenCL C++ for OpenCL
Open source C++ for OpenCL front end compiler
combines OpenCL C and C++17 replacing
OpenCL C++ language specification

Unified Specification
All versions of OpenCL in one specification for easier
maintenance, evolution and accessibility
Source on Khronos GitHub for community feedback,
functionality requests and bug fixes

Moving Applications to OpenCL 3.0
OpenCL 1.2 applications - no change
OpenCL 2.X applications - no code changes if all used
functionality is present
Queries recommended for future portability

C

OpenCL C: Most of C++17:

- kernels, - inheritance,
- address spaces, - templates,

- special types, - type deduction,

N

C++ for OpenCL

N\
GPR.

C++ for OpenCL
Supported by Clang and uses the LLVM
compiler infrastructure
OpenCL C code is valid and fully compatible
Supports most C++17 features
\ Generates SPIR-V kernels /

4 N

NJ

O


https://github.com/KhronosGroup/Khronosdotorg/blob/master/api/opencl/assets/CXX_for_OpenCL.pdf
https://github.com/KhronosGroup/OpenCL-Docs
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Google Ports TensorFlow Lite to OpenCL

TensorFlow Blog Q_ Search the Blog

TensorFlow Lite

Even Faster Mobile GPU
Inference with OpenCL

August 17,2020 L 4

Posted by Juhyun Lee and Raman Sarokin, Software Engineers

While the TensorFlow Lite (TFLite) GPU team continuously improves the existing OpenGL-based
mobile GPU inference engine, we also keep investigating other technologies. One of those
experiments turned out quite successful, and we are excited to announce the official launch of
OpenCL-based mobile GPU inference engine for Android, which offers up to ~2x speedup over
our existing OpenGL backend, on reasonably sized neural networks that have enough workload
for the GPU.

Figure 1. Duo's AR effects are powered by our OpenCL backend

Improvements over the OpenGL Backend

s b AR IAAAS A0 A A M ALAAMMALA D AAA Ak 4L

APAAALLALALLALA 48 A Aa AR A AN A A A D16 Ab A AN A A AL ALA A AN AL A, S A6 1A as A AR AL A, A4,

AR A% AL

y

b

Historically, OpenGL is an API designed for rendering vector graphics. Compute shaders were 4

added with OpenGL ES 3.1, but its backward compatible API design decisions were limiting us {
PUPPOPL-NY $1haGRIMAnanth hamihesd TN PRI

Latency (in ms)

Latency (in ms)

cFU W CpenGL M OpenCL
125

100

 B= ID i

Xiaomi Mix {SD 855) Vivo Z3 (8D 710) Huawei Mate 20 (Kirin 980)

Figure 2. Inference latency of MNASNet 1.3 on select Android devices with OpenCL.

cPu [ OpenGL OpenCL
250

200
150

100

.l []

Xiaomi Mix (SD B55) Vive Z3 (5D 710) Huawei Mate 20 (Kirin 980)

Figure 3. Inference |latency of SSD MobileNet v3 (large) on select Android devices with OpenCL.

7 A
OpenCL providing ~2x inferencing

speedup over OpenGL ES
acceleration

TensorFlow Lite uses OpenGL ES as a
backup if OpenCL not available ...

...but most mobile GPU vendors
provide an OpenCL drivers - even if
not exposed directly to Android
developers

OpenCL is increasingly used as

acceleration target for higher-level
framework and compilers

2020
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Primary Machine Learning Compilers
Smivm.. eploidI\/IL O GLOW 7

amazon (inteD) £ Google

TensorFlow Graph,

elijz el MXNet, PaddlePaddle, PyTorch, ONNX

T Flow Graph
Import Formats ensorFlow Graph,

MXNet, ONNX Keras, ONNX PyTorch, ONNX
Front-end / IR NNVM / Relay IR nGraph / Stripe IR Glow Core / Glow IR XLA HLO @
MLIR
Output OpenCL, LLVM, OpenCL, OpenCL TLLVM;_I'I'PULI.F:, );LNANI)F:PI
utpu CUDA, Metal LLVM, CUDA LLVM ensorriow Lite

(inc. HW accel)

Caffe

| MXNet

Keras
Frontend * Keras, ONNX, nGraph

VMR <~ Gry
« Op Libraries in C/G++, Python cPU

TARGET-SPECIFIC
CODE GENERATOR
Grappler
. wPUTS
Or write own ops w m / XLA HLO TPUIR \

TPU

Tensor RT Several | others
7 \ o
» Gradient generation, ) nGraph
Stripe IR Lowerin —> [ — . Py (aiso)
pe IR, Lowering Graph
CUDA LLVM Metal OpenCL > coemM —> 0s
/ N\ - NNAPI ——> Android
TensorFlow Lite <
+ OpenCL .
86 ARM HAL m Many others
+ CUDA

= Third party components --=-» Under development



ML Compiler Steps
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SevMm. aploidML O GLOW n
Consistent Steps
amazon @ n GO gle 1.Import Trained Network

/ Description
TensorFlow Graph
Caffe, Keras ’ TensorFlow Graph
Import Formats ; ; MXNet, PaddlePaddle PyTorch, ONNX z
I_ ’ ’ b
=3 AL MXNet, ONNX Keras, ONNX = 2. Apply graph-level
MEE 9t <+— optimizations e.g. node fusion,
ALE - NNVM / Relay IR Graph / Stripe IR Glow Core / Glow IR . o1s
. Front-end /IR i nraph 1 oiee ow ore F 5w node lowering and memory tiling
ICT E=9] ;- s a .
— OpenCL OpencL. LLynOPenCL OpenCL OpenCL OpenclL OpenCL LLVM, TPU IR, XLA IR
fo= i Output : P DA Metal . W [ ! il TensorFlow Lite / NNAPI 3.D to primiti
= LY CUDA, Metal % LLVM, CUDA N Lvm - w S (inc. HW accel) 3. Decompose to primitive
instructions and emit programs
. for accelerated run-times
Embedded NN Compilers (SPlR,,

CEVA Deep Neural Network (CDNN)
Cadence Xtensa Neural Network Compiler (XNNC)

Fast progress but still area of intense research
If compiler optimizations are effective - hardware accelerator APIs can stay ‘simple’ and
won’t need complex metacommands (e.g. combined primitive commands like DirectML)

2020




GISC2020

Clobal ICT Standards Conference

& = A
NEE ¢t

ICT EZ9
(0= k-4 ]
- L]

Google MLIR and IREE Compillers

Trained Models

Optimizes and Lowers
for Acceleration

Generate Hardware
Specific Binaries

A A A
N N7 A
MLIR + IREE Compiler
B flow
TF20 3 o
= . e Data and Execution Flow Modeling
. A0 B uE o
PyTorch — + ()
[, Ly
ONNX = 7 ¢ ‘ o
hal ]
E— g E | Bytecode |
Hardware Abstraction Layer 1 g I
- 1
‘ Target Command Buffers ® | | SPR-V |
Configurations 7 I = i
E tabl L - D > i .-
L L ;_cecuaes s Bitcode b—'—:
= é — = ARM/x86 '—‘-:
MLIR o IR W
(Tiny) Virtual Machine '

-
|—|—‘ ol
i

" | VMBytecode | -

GPR.

IREE
Module

IREE is a research project today. Google is working with Khronos
working groups to explore how SPIR-V code can provide effective

inferencing acceleration on APIs such as Vulkan

MLIR

Multi-level Intermediate Representation
Format and library of compiler utilities that sits
between the trained model representation and

low-level compilers/executors that generate

hardware-specific code

IREE

Intermediate Representation
Execution Environment
Lowers and optimizes ML models for real-time
accelerated inferencing on mobile/edge
heterogeneous hardware
Contains scheduling logic to communicate data
dependencies to low-level parallel pipelined
hardware/APIs like Vulkan, and execution logic
to encode dense computation in the form of
hardware/API-specific binaries like SPIR-V

2020



SPIR-V Language Ecosystem
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@ —> IREE Metal
. eta
Wakan. GoonGL. MLIR Shading P N\
Language
GLSL
HLSL
77 - > GLSL
OpenCL HLSL DXC
L LI ( \
IIE : A lg: C++ for OpenCL Vu"(anE
=S AT ){ Clang > clspv ‘SP'R
ICT 2F9 OpenCL C OpenCLon12
ol oF Environment Specs pen on > DXIL P
o= _ OpenCL Vulkan Inc. Mesa SPIR-V to DXIL
(SYCL %EJM SPIR-V Tools
Intel DPC++ e (Dis)Assembler
LLVM 8 .Va.lidator
SYCL > tr'ISYCL - O opt"gllzzez/:f 1 O, EL’"‘ | Language Definitions |
pen
ComputeCpp T | 39 Party Onen S |
rd Party Open Source
OpenCL C | Closed Source |
Online
SPIR-V enables a rich ecosystem of languages and compilers to Compilation

target low-level APIs such as Vulkan and OpenCL, including
deployment flexibility: e.g. running OpenCL C kernels on Vulkan

2020
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Promoter Members

Participate and vote in
Working Groups, Board
seat for setting strategy
and budget

Conformance is Key

Comprehensive testing
frameworks available

Adopters
Build conformant
implementations

Developers
Freely develop software
using Khronos standards

3

ou

Promoter, Gontributor, Non-Profit,
Associate, and Academic Members

= —
3DCommerce: ANARIY @L.

openct QpenGL.  CpentLEs  CpenGLiE

OperVc  OpenvX. CpanxR. GPIR. GYCL
Wukan. Wiikan/&> @GL.

Conformance
Tests, Adopters
Program

Ratified Specs,
SDKs, Samples,
Reference Cards

Adopters Developers

Gontributor Members

Participate & vote in
Working Groups

Non-Profit, Associate,
and Academic Members

Participate in Working Groups

Working Groups
For each Standara,
open to all members

Specifications &
Learning Materials

Public & free of charge

Ecosystem
Samples, tools, webinars,
tutorials, meetups

Khronos for Global Industry Collaboration

Khronos membership is open
to any company

Influence the design and direction
of key open standards that will
drive your business

Accelerate time-to-market with
early access to specification drafts

Provide industry thought
leadership and gain insights into
industry trends and directions

Benefit from Adopter discounts

www.khronos.org/members/
ntrevett@nvidia.com | @neilt3d
ot e o3

Hwanyong.lee@gmail.com
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Resources KHRCONOS

GISC2020 cROUP

« Khronos Website and home page for all Khronos Standards
 https://www.khronos.org/

« OpenCL Resources and C++ for OpenCL documentation
 https://www.khronos.org/opencl/resources
* https://github.com/KhronosGroup/Khronosdotorg/blob/master/api/opencl/assets/CXX for OpenCL.pdf

« OpenVX Tutorial, Samples and Sample Implementation

Global ICT Standards Conference

oL A|DH » https://github.com/rgiduthuri/openvx tutorial

MEZ oot  https://github.com/KhronosGroup/openvx-samples

rCT ;xgj  https://github.com/KhronosGroup/OpenVX-sample-impl/tree/openvx 1.3
o « NNEF Tools

 https://github.com/KhronosGroup/NNEF-Tools
« SYCL Resources
 http://sycl.tech
« SPIR-V User Guide
 https://github.com/KhronosGroup/SPIRV-Guide

- MLIR Blog

 https://blog.tensorflow.org/2019/04/mlir-new-intermediate-representation.html

 |IREE GitHub Repository
» https://google.github.io/iree/
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